Reconstruction of bowing point friction force in a bowed string
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A method is presented for reconstructing the friction force and the velocity at the bowing point of a string excited by a rosined bow sliding transverse to the string. Two versions of the method of reconstruction are presented, each approximate in different ways, but both capable of sufficient accuracy to allow useful application to problems of understanding frictional interactions in this dynamical system. The method is illustrated with simulated data to verify its accuracy, and results are shown for two contrasting cases of observed stick-slip string motion. As has been found in other investigations, the friction force during sliding is not determined by the instantaneous sliding speed. The results seem to be compatible with a thermally based model of rosin friction. © 2000 Acoustical Society of America. [S0001-4966(00)01507-1]
PACS numbers: 43.75.De, 43.40.Cw, 43.60.Pt [WJS]

INTRODUCTION

The excitation of autonomous oscillations in a stretched string by drawing a bow transversely across it is thought to have originated no later than the 10th century. The historical reference to the earliest use in Islamic societies is accompanied by the remark that the “string” of the bow, i.e., the horsehair, has been rubbed with “pitch or resin.” The bow has been used for musical purposes ever since, most familiarly in the instruments of the violin family. To achieve the characteristic slip-stick oscillations whose nature was first identified by Helmholtz it is necessary to use a substance as an intermediary between string and bow that adheres sufficiently strongly to the string during the sticking part of the motion, and that “softens” so as to encourage steady oscillations when the string dynamics breaks the adhesive bond and slipping occurs.

The intermediary substance has conventionally been rosin, a solid distillate obtained from the pitch of coniferous trees. Rosin has extraordinary frictional properties which make it ideal for this purpose. A physically plausible theoretical model for the motion of a bowed string must obviously include a constitutive model for rosin friction. Experimental techniques and theoretical modeling developed for this purpose may have applications in other areas involving stick-slip friction.

The behavior of frictional force and velocity at the contact region of a simple dynamical system excited in stick-slip vibration has been reported by Smith and Smith and Woodhouse. Their system was a version of the prototypical autonomous oscillator system of a system of a single mass on a spring with continuous excitation by a rosined-coated rod moving at constant velocity. Because this system is so simple, it is straightforward to infer the frictional force from observations of the motion of the vibrating mass. The results showed clearly that the frictional force could not be explained with a simple functional relation between the force and velocity, as had been assumed in all previous discussions of rosin-mediated slip-stick motion. An improved constitutive law governing rosin friction is obviously needed. Based on their observations, Smith and Woodhouse proposed models in which friction depends not on sliding speed but on contact temperature.

The oscillator used by Smith and Woodhouse in their measurements necessarily had properties quite different from those of a stretched string. To reconstruct the frictional force and the velocity of a real string at the bowing point from observations of the string’s motion is less easy, but a method of doing this was first described by Schumacher. We report here a further development of that method, backed by more extensive experimental results. With care, the velocity of a string at the bowed point can be observed directly and non-invasively by the use of a laser-Doppler vibrometer, but there is no corresponding direct method of measuring frictional force. The reconstruction method overcomes the difficulties of direct observation by using the signals from force transducers that serve as the fixed terminations of the string. Both the frictional force and the string velocity at the bow can be deduced from these transducer signals. The approach has the advantage of not disturbing the motion of the string or interfering with the physical properties in the vicinity of the friction contact.

We present first the governing equations, then describe two alternative methods for reconstructing the force and motion at the bowing point. One of the methods allows reconstruction for all motions of the string, including particularly the nonperiodic motions that occur during the initial transient part of the motion. In its present implementation this method is limited by a requirement that the string terminations be effectively rigid. The dispersive effects of propagation along the string are included by a time-domain approach based on...
FIG. 1. Space–time diagrams of traveling velocity waves on the string which interact at the bowed point at a particular instant. Horizontal axis: time; vertical axis: distance along the string; horizontal dashed line: bow position; vertical dashed line: required time \( t \). Labeling of trajectories is described in the text.

FIR digital filters. The second method could more readily be applied if the terminations were not rigid, so that their dynamics have an effect on the string’s motion. However, this method can only be applied to periodic motions of the string since the crucial stage of the analysis is carried out in the frequency domain. Both methods are limited to excitation by friction proposed by Smith and Woodhouse and embodying them to simulated signals, obtained using a model of rosin friction discussed. To assess the accuracy of the approach we also apply to measured signals from the experimental system.

To illustrate the reconstruction methods, they are applied to measured signals from the experimental system. Some typical results are shown, and their significance discussed. To assess the accuracy of the approach we also apply them to simulated signals, obtained using a model of rosin friction proposed by Smith and Woodhouse and embodying a reasonably accurate representation of the transverse and torsional dynamics of the string used in the experimental tests. In this case the correct velocity and force at the bowed point are known from the simulation, so that a direct assessment of the accuracy of the method is possible.

I. THEORY

Figure 1 shows two space–time (or characteristic) diagrams relating to the trajectories of propagating transverse waves on the string that are relevant to events at the bow (horizontal dashed line) at time \( t \). Time runs horizontally, and position along the string runs vertically. In Fig. 1(a) are shown the two incoming and two outgoing waves, denoted \( u_{1i}, \ v_{o1}, \ v_{o2}, \ v_{o2} \). For an ideal string with tension \( T \) and mass per unit length \( m \), these quantities suffice to determine the velocity \( v \) and the force \( f \) at the bow. The velocity follows by continuity, in the two alternative expressions

\[
v = v_{1i} + v_{o1} = v_{o2} + v_{o2}.
\]

Corresponding expressions for the force are given by the following argument. In the absence of a force applied at the bow, the two incoming waves would simply carry on unchanged as the outgoing waves. The effect of the applied force is to generate an additional velocity wave which radiates equally in both directions outwards from the bow, thus modifying both outgoing waves relative to the incoming waves. For an ideal string the additional outgoing velocity wave has magnitude \( f/2Z \), where

\[
Z = \sqrt{Tm}
\]

is the wave impedance of the string. It follows that

\[
f = 2Z(v_{o2} - v_{o2}) = 2Z(v_{o2} - v_{1i}).
\]

Equality of these two expressions is readily shown to be equivalent to equality of the expressions in Eq. (1).

The strategy now is to express the incoming and outgoing velocities at the bow in terms of the forces on the terminations at earlier and later times determined by the propagation times from the terminations to the string. For this we need a larger portion of the characteristic diagram, shown in Fig. 1(b). Following one segment of trajectory some notation can be defined. Consider a velocity wave leaving the bow, denoted \( u_1 \) in Fig. 1(b). By the time this wave returns to the bow it has been modified by various linear processes. First, the wave propagates to the end of the string, during which journey some dispersion and dissipation take place. This is represented by convolution with a function \( d_1 \), the convolution operator being denoted \( \ast \). The wave now reflects from the string termination, a process represented by convolution with a function \( r_1 \). Finally, the wave propagates back to the bow, represented by a second convolution with \( d_1 \).

These stages are all labeled in the figure, together with similar sequences for the other initial velocity waves denoted \( v_{1i}, \ v_{o2}, \ v_{o2} \). The time delays denoted \( \delta_1, \ \delta_2 \) are assumed to be incorporated within the definitions of the transmission functions \( d_1 \) and \( d_2 \).

The forces exerted by the terminations on the string are now

\[
\begin{align*}
f_1(t - \delta_1) &= Z(r_1 \ast d_1 \ast u_1 - d_1 \ast u_1), \\
f_1(t + \delta_1) &= Z(r_1 \ast d_1 \ast v_1 - d_1 \ast v_1), \\
f_2(t - \delta_2) &= Z(r_2 \ast d_2 \ast u_2 - d_2 \ast u_2), \\
f_2(t + \delta_2) &= Z(r_2 \ast d_2 \ast v_2 - d_2 \ast v_2).
\end{align*}
\]

If the terminations are rigid, these reduce to simpler forms because the reflection process becomes a simple multiplication by \(-1\). Then,

\[
\begin{align*}
f_1(t - \delta_1) &= -2Zd_1 \ast u_1, \\
f_1(t + \delta_1) &= -2Zd_1 \ast v_1, \\
f_2(t - \delta_2) &= -2Zd_2 \ast u_2, \\
f_2(t + \delta_2) &= -2Zd_2 \ast v_2.
\end{align*}
\]
so that the (measured) force waveforms are equal (apart from a scalar multiplication by $2Z$) to the velocity waveforms sent out from the terminations towards the bow.

Equations (4), or (5) if appropriate, can be used to provide the needed velocities $v_{11}, v_{01}, v_{12}, v_{02}$ if they can be deconvolved, that is, if they can be solved for the velocities in terms of the measured termination forces. There are two approaches to the problem of eliminating the velocities in favor of the termination forces, depending on whether one works in the time domain or the frequency domain. If the termination is rigid and the dissipation during one transit of a wave between bow and termination is small, then a simple time-domain approach is possible which uses digital filters to effect the solution. In the absence of dissipation on the string, the functions $d_1$ and $d_2$ are all-pass filters representing the dispersive propagation on the string. These functions can be represented as FIR digital filters, by virtue of an explicit expression for the propagation of an impulse along a stretched string with nonzero bending stiffness due to Scott, described by Woodhouse.\textsuperscript{7} The velocity at position $x$ after time $t$ is given approximately by

\[ v(x, t) \approx \frac{1}{2^{2/3}(2\ell^2 + 3)^{1/3}} \left[ \frac{k_p}{(k_p^2 + 1)^{1/3}} \right] \text{Ai}\left( -\frac{3t}{2} \right) \left( k_p^2 + 1 \right)^{2/3}, \]

(6)

where $\text{Ai}$ is the Airy function, $k_p$ is a stationary-phase wave number satisfying

\[ k_p^2 = \frac{1 - 4\tau^2 + (1 + 8\tau^2)^{1/2}}{8\tau^2}, \]

(7)

and

\[ \frac{t}{\sqrt{Bm}} = \frac{\tau}{t}, \quad \bar{x} = x \sqrt{\frac{T}{B}} \]

(8)

are nondimensional time and distance, with $\tau = \frac{t}{\bar{x}}$ and where $B$ is the bending stiffness of the string. In practice, it is necessary to apply an antialiasing low-pass filter to this function, as illustrated by Woodhouse.\textsuperscript{7}

Now it is a property of any such all-pass digital filter that its inverse may be obtained simply by time reversal. This reversal is an anticausal filter, which advances the signal in time while “de-dispersing” it. This is precisely what we need to obtain the outgoing velocity wave $v_1$ from the velocity wave at the termination, $d_1 * v_1$, and similarly for $v_2$ and $d_2 * v_2$. Denote these inverse filters $d_1^{-1}$, $d_2^{-1}$. The four velocity waveforms needed to reconstruct the force and velocity according to Eqs. (1) and (3) are then given by

\[ v_{11} = d_1 * f_1 / (2Z), \]

(9a)

\[ v_{01} = -d_1^{-1} * f_1 / (2Z), \]

(9b)

\[ v_{12} = d_2 * f_2 / (2Z), \]

(9c)

\[ v_{02} = -d_2^{-1} * f_2 / (2Z). \]

(9d)

Provided the assumptions of this model are satisfied, these equations give a way to find the velocity and force under the bow from arbitrary waveforms $f_1$ and $f_2$, including initial transients. If the assumptions are not satisfied, in particular if the string terminations are sufficiently nonrigid to influence the dynamics of the vibration, then things become more difficult. In principle it might still be possible to design an inverse digital filter to deconvolve the effects of reflections at the terminations, but this is likely to be difficult in practice. If this problem must be grappled with, it is easier to work in the frequency domain, where the operations of convolution and deconvolution are replaced by algebraic operations with transfer functions. The price of this approach is that it can only be implemented robustly when the measured signals $f_1$ and $f_2$ are periodic to reasonable accuracy.

For deconvolution in the frequency domain, the data must first be made digitally periodic by resampling it into a form that has an integral number of samples per period over at least a few periods, so that the data excerpt which will be processed is cyclic. Now Eqs. (4) can be Fourier transformed: transforms of each quantity are denoted by corresponding upper-case letters:

\[ U_1 = \frac{F_1^{\text{del}}}{ZD_1(R_1 - 1)}, \]

(10a)

\[ V_1 = \frac{F_1^{\text{adv}}}{ZD_1(R_1 - 1)}, \]

(10b)

\[ U_2 = \frac{F_2^{\text{del}}}{ZD_2(R_2 - 1)}, \]

(10c)

\[ V_2 = \frac{F_2^{\text{adv}}}{ZD_2(R_2 - 1)}. \]

(10d)

The superscripts “‘del’” and “‘adv’” refer to the transforms of $f_1(t - \delta_j)$ and $f_2(t + \delta_j)$, respectively. These expressions are then used in Eqs. (1) and (3) to obtain the expressions for bow force and velocity transforms, which are finally inverse transformed to the time domain.

The limitation on the reflection functions is no longer required, but the reflection functions must nevertheless be known. We will describe in the next section how the transmission functions are obtained from a combination of theory and fitting to plucked data. For our particular apparatus, it was not necessary to determine reflection functions since the terminations were sufficiently rigid to allow reasonable reconstructions assuming perfect delta-function reflection behavior. However, if it were desired to apply the method to bowed strings attached to a real violin body, an additional procedure would be necessary to identify the reflection function. The simplest way to obtain a first approximation to this would be to measure the input admittance at the instrument bridge, and then use a theoretical expression given by Woodhouse [Ref. 7, Eq. (6)]. It should be pointed out that, of course, the frequency-domain method can equally well be applied to rigid-termination data, as is needed by the time-domain method described above, subject to the limitation that a suitably periodic region of the bowed data set can be found.
II. PLUCK TESTS

To accomplish the reconstruction of the events at the bowing point, one needs, in addition to the termination force waveforms, the gains of the two input channels of the force transducers, and accurate values for the time delays from the bowed point to the two terminations. In addition, one needs to know the string’s wave impedance, and information about wave dispersion, which is to be expected as a result of the string’s bending stiffness. Good estimates of these quantities can be obtained from a calibrated pluck of the string, achieved by breaking a fine wire at the bowing point and recording the subsequent termination signals. The wire we use is 44 gauge copper magnet wire, for which independent measurements have determined that the breaking strength when looped around the string is 1 N, with an uncertainty of about 3%. The string that will provide the illustrations used in this paper is a violin E string, constructed of plain steel wire with no wrappings. In our experiments the string length \( L = 0.314 \text{ m} \). For a fundamental frequency of 660 Hz, the tension of this string is 72.5 N and the wave impedance is \( Z = 0.175 \text{ Ns/m} \).

The solid lines in Figs. 2(a) and 2(b) show the measured force signals from a pluck at a distance from the nearest termination of \( \beta L \) where \( \beta = 0.3 \). The growing oscillations that precede each step in the signals show the effect of dispersion. It is easy to compute the theoretical form of such pluck responses, if it is assumed that the wave propagation behavior on each section of the string is governed by transmission functions \( d_1 \) and \( d_2 \) which are (suitably filtered) versions of the theoretical expression equation (6). The two time delays, the gain factors for the transducers and their amplifiers, and the bending stiffness can all be determined by best-fitting the simulated responses to the measured ones: the result is shown as the dashed lines superimposed on the measurements in Fig. 2. The fit between theory and measurement is generally excellent, giving some confidence in the use of these transmission functions for the deconvolution process. The value of the bending stiffness \( B \) was found to be \( 4.7 \times 10^{-5} \text{ N m}^2 \). This value is in good agreement with expectation: for a circular wire of radius \( a \), the theoretical value is

\[
B = \pi E a^4 / 4, \tag{11}
\]

and with \( E = 210 \text{ GPa} \) and a measured radius \( a = 0.13 \text{ mm} \), this gives the same result within the measurement uncertainty.

The most obvious area where the signals do not quite agree is just after the first force step in Fig. 2(a) or 2(b): the theory predicts constant force whereas the measurement shows some variation. This is probably evidence of nonrigidity of the termination, so that resonances of the support structure are excited by the step in force. Having determined the transmission functions \( d_1 \) and \( d_2 \) as above, it might be possible in principle to use the pluck response data to find the reflection functions \( r_1 \) and \( r_2 \) needed to describe this nonrigidity, by attributing to them the disparity between the theoretical and measured step responses. If the reflection functions are short compared to the reflection times on the string, extraction might be relatively straightforward. However, if the reflection functions involve long reverberation (as they would if the string were mounted on a real violin), the extraction process could be expected to be very tricky. For this initial study the terminations will be assumed to be rigid.

Each time a run is made on the apparatus, a corresponding pluck test is also made. The fitting procedure just described is then used to determine the correct time delays to the ends of the string, and the gain factors for the transducers. This takes into account any variations in string tension, position of bowing point, and transducer performance. The bending stiffness is kept constant at the value stated above, since there is no reason to expect this to vary from day to day with a given steel string.

III. RECONSTRUCTION OF VELOCITY AND FORCE

A. Time-domain reconstruction

Having analyzed the pluck response to obtain the time delays and so on, the time-domain reconstruction of a bowed signal is now straightforward to carry out. Example results will be shown from a run with the bowing point at \( \beta = 0.3 \) as appropriate to the pluck results already shown, with a normal force between rod and string of 0.3 N. The rod was of glass,
with a diameter of 6 mm and a surface finish smooth to within 5 \( \mu \text{m} \). It was coated not with ordinary violin rosin, which contains unknown chemical impurities, but with technical grade abietic acid, the principal constituent of rosin. The abietic acid was dissolved in ethanol, and the rod was drawn vertically from a container of this solution so that a uniform layer was deposited when the solvent evaporated.

To excite the string into vibration, the rod was driven at a “bowing” speed of 0.2 m/s. After a transient, the string settled into a reasonably periodic oscillation regime. A typical portion of the two measured force signals at the terminations is shown in Fig. 3(a). These signals have been digitized at a rate of 128 kHz, with 16-bit resolution. As is not surprising at this very large value of \( b \), the string has not chosen to oscillate in the “Helmholtz motion” which violinists usually require. This would involve a single “corner” or velocity jump moving on the string, and would result in a sawtooth wave for both termination force signals. Instead, a more complicated regime is established, one of the “higher types” analyzed by Raman.

The two versions of the reconstructed velocity signal under the bow, given by Eq. (1), are shown in Fig. 3(b). To produce the best possible versions of these, the calibration results from the pluck test have been fine-tuned: the two time delays and the relative gain of the two sensors have been slightly adjusted by searching in the vicinity of the initial estimates in order to minimize a measure the difference between the two estimates of the velocity. These adjustments are extremely small, within the limits of uncertainty of the calibration procedure using the pluck data, but nevertheless result in a perceptible improvement in the quality of the results.

It is satisfying to see that the two waveforms are very similar, so that the reconstruction process is at least self-consistent. The waveform shows approximately constant velocity, oscillating around the bow speed, for most of each cycle, followed by a short spell of high negative velocity. This may be tentatively interpreted as a stick-slip oscillation, with a single slip per cycle. The measured velocity, which is the transverse velocity of the string’s center, is not exactly equal to the bow speed during sticking, due mainly to torsional motion of the string. We return to this issue in some detail in Sec. IV. It is possible to check the reconstruction of the string-center velocity waveform by a direct measurement. A small magnet can be positioned close beneath the string at the bowed point. As the (metal) string vibrates,
a voltage is induced across its ends which is proportional to the velocity through the magnetic field.\textsuperscript{9} After suitable amplification, this signal can be displayed and compared with the reconstruction. The resolution of this method is limited by noise and by spatial spread of the magnetic field, but within the measurement accuracy the results are indistinguishable from the reconstructed velocity waveform.

The corresponding reconstructed force signal is shown in Fig. 3(c). Again, two versions are shown, corresponding to the two expressions in Eq. (3). Comparing Eqs. (1) and (3), the difference between the two estimates of reconstructed force is the same as the difference of the two reconstructed velocities (apart from a factor 2\text{Z}). Because the variation of force is much less than that of velocity, this difference shows up more clearly in the force plot. Even so, the two curves are very similar, differing only in local details rather than in major features. Note that the amplifiers for the force sensors are ac-coupled, so that the force signal as computed here has a zero dc level. In practice, there must be a nonzero mean friction force opposing the direction of mean sliding—this would give the force a positive dc value in Fig. 3(c). A value for the missing dc level will be estimated shortly. This issue did not arise with the velocity signals, because for a periodic motion the velocity waveform cannot have a nonzero dc value, otherwise the string would have a net displacement after one cycle.

The time range of Fig. 3(c) is identical to that in Fig. 3(b), and it is interesting to note that the intervals of slipping do not stand out to the eye in the force waveform—these intervals are indicated by the heavy lines at the top of the plot. Comparing carefully, it can be seen that the force is high at the start of slipping, and reduces during the period of slipping. This has a striking consequence if the results are plotted in a different way. Until now, virtually all modeling of bowed-string motion has assumed that the friction force is determined by the sliding speed. If we test this idea by plotting force against sliding speed, as in Fig. 3(d), we see that the traditional assumption is not valid: instead of a single curve, the results show a hysteresis loop in a counterclockwise sense. (To produce this plot, the average of the two versions of the reconstructed force and the average of the two velocity reconstructions have been used.) Similar hysteresis loops have been seen in other measurements of rosin friction.\textsuperscript{3} It has been suggested that the variable which governs the friction force is not in fact sliding speed, but the rosin temperature in the contact region. Since the contacting bodies have some thermal inertia, changes in temperature lag behind changes in sliding speed, producing a hysteresis loop in the sense observed here.

Figure 3(d) allows us to make a guess at the unknown dc level of the friction force. Since the shape revealed here is very reminiscent of those found in other experiments using rosin,\textsuperscript{3} one might expect the absolute level of the coefficient of friction to be comparable. This would be achieved by adding approximately 0.5 to the coefficient of friction, so that it ranges from about 0.4 to 0.9 in the hysteresis loop. That in turn corresponds to adding a dc force of the order of 0.15 N in Fig. 3(c).

The time-domain reconstruction method should work equally well during nonperiodic portions of the signal. As an illustration, Fig. 4 shows the reconstructed velocity and force signals from the same experimental run, around the time in the initial transient when the first stick-slip events occur. Again, both versions of the velocity and of the force are shown superimposed. Again, the agreement between the pairs is very good. In this initial stick-slip motion, something closer to the Helmholtz motion is seen: the right-hand half of Fig. 4(a) shows proportions of sticking time to slipping time roughly in the ratio $(1 - \beta) : \beta$, which is the Helmholtz characteristic. In the nearly periodic data shown in Fig. 3(b), slipping occupied a much smaller fraction of the period. This tendency of Helmholtz motion to be unstable to regimes with shorter slip times, when bowing with large \(\beta\) has been noted by previous authors.\textsuperscript{12,13} This is one reason why in conventional violin playing, \(\beta\) is usually kept rather small except when special effects are wanted.

B. Frequency-domain reconstruction

We now turn to the alternative reconstruction algorithm, operating in the frequency domain. The procedure can be illustrated using the same measured data as shown in Fig. 3.
As a first stage, the data is resampled so as to produce an integral number of samples per period. For a string adjusted to 660 Hz, the number of samples per period for our sampling rate of 128 kHz is 193.94. A region is selected of about seven periods of the bowed data showing good periodicity. This region is resampled to 200 samples per period, and from that six contiguous periods are selected. Thus the transforms, direct and inverse, are 1200 samples long. The resampling is done by Fourier interpolation. The reconstruction now requires the evaluation of the data at delayed and advanced times. These are not in general integer numbers of samples, so an interpolation scheme is used. Good estimates of the delay times have already been found by analysis of the pluck response. As in the time-domain approach, these can be fine-tuned by a local search during the reconstruction process, to minimize the difference between the two estimates of force (or velocity).

The reconstruction is now carried out using the equations given in Sec. I. Figure 5 shows a comparison between the reconstruction of the bowing force and velocity using the time-domain and frequency-domain methods, for the same section of data shown in Fig. 3. It is very reassuring to see that the two methods give answers which differ from one another by about the same amount as the differences seen in either method separately between the alternative estimates of force and velocity. It seems that whichever way the detailed computation is done, the results are consistent within the bounds shown by Figs. 3 and 5.

C. Reconstruction of simulated data

The next step in assessing the accuracy of the method is to use it to reconstruct signals where the correct answer is known by independent means. The only way to do this at present is to use simulated data. A bowing simulation has been constructed which is reasonably close to the behavior of the physical apparatus as used to generate the results of Figs. 3–5. The general approach to such simulations has been described in detail in previous papers. The correct properties were used for the tension, impedance, length, and bending stiffness of the string. Approximately correct Q-factors for transverse modes of the string were included, using a “constant-Q reflection function” described in a previous paper. The measured Q-factors for the experimental string were in the range 500–1000 up to 6 kHz, rising to 1000–2000 above that. The model was able to achieve Q-factors around 1000 up 5 kHz, falling gently at higher frequencies to about 600 by 10 kHz because of the filter applied to the stiff-string response, Eq. (6). The bowing speed, normal force and position were matched to the experiment, as was the sampling rate. A plausible model for the torsional behavior of the string was used, with a torsional-to-transverse wave speed ratio of 7, a torsional-to-transverse impedance speed ratio of 3.5, and torsional Q-factors set to a constant value 15 using another version of the constant-Q reflection function.

Finally, the frictional behavior of the rosin was represented by a thermal model described by Smith and Woodhouse. Friction force is regarded as arising from plastic yielding of a thin layer of rosin in the contact region, with a yield strength which varies with temperature in a manner deduced from steady-sliding experiments in a different apparatus. The estimates of the contact size and layer thickness will be discussed in the next section, when the physical evidence of the track left in the rosin surface on the glass rod will be examined. The other thermal properties of rosin were as described in the earlier work. The thermal conductivity of the metal string was assigned a value which was the geometric mean of the values for rosin and steel, to model in a crude way the fact that a layer of rosin is transferred to the string very quickly, and this layer shields the high-conductivity metal from the rapid temperature variations in the thin layer of deforming rosin. This modified value was found to give more realistic results than using the conductivity of steel unmodified.

When this simulation was run, it produced a transient, leading after a while to accurately periodic motion of the string. The transverse forces exerted on the two terminations of the string were stored in the same format as the raw data gathered during the experiments. The simulation program was also used to generate corresponding results of a simu-
lated pluck test. The procedure for time-domain reconstruction of experimental results was then applied, exactly as it was used with experimental data. Results pertaining to the periodic part of the response are shown in Fig. 6, in the same format as those of Fig. 3, with the same axis scalings.

Although it does not particularly matter for the purpose of checking the accuracy of the reconstruction procedure, it is encouraging to see that the simulation has resulted in very similar waveforms to those seen in the experiment. The same regime of oscillation has been chosen by the model string, from among the many which are possible in principle. The “termination force” signals, shown in Fig. 6(a), are of similar magnitude and form to those of Fig. 3(a). The reconstructed velocity waveforms, in Fig. 6(b), show stick-slip motion very similar to Fig. 3(b). In the case of the simulation, there is no doubt that the motion really does involve sticking, and that the oscillatory velocity signal seen during the sticking intervals is exactly compensated by torsional motion. Whether this is entirely true for the experimental string will be considered in the next section. The precise form and frequency content of the oscillations during sticking are somewhat different from those in the simulation, which may arise from errors in the assumed friction model or from incorrect values for the torsional properties of the string, especially the frequency-dependent torsional damping, since there is no reliable published measurement of this quantity for any violin E string.

The two versions of the reconstructed velocity waveform from Eqs. (1), shown as solid and dashed lines, also compare well with the exact answer, which was stored during the simulation and is superimposed here as a dotted line. In the simulation, the termination forces have the correct dc level, so that the reconstructed force has a dc level which is missing from Fig. 3(c). Apart from this, the magnitude of the oscillating component of the force is rather bigger for the measured data. However, a careful comparison of Figs. 3(c) and 6(c) shows a very good correspondence of the pattern of major features. In both cases the largest positive value of the frictional force occurs at the onset of slipping, exactly as one would expect.

FIG. 6. Results of analysis using simulated bowing-string motion as described in the text, presented in the same form as Fig. 3: (a) forces at the string’s terminations; (b) waveforms of the deduced bowing-point velocity from Eqs. (1); (c) waveforms of the deduced bowing-point friction force from Eqs. (3); and (d) velocity/force trajectory of the data shown in (b) and (c). In (b) and (c) the two versions of the deduced waveforms are plotted with solid and dashed lines, while the correct waveforms from the simulation are plotted dotted. In (d) the correct trajectory obtained from the simulation is shown dashed, while the deduced trajectory is shown solid.
since it is presumably the occurrence of a high force which causes slipping to occur.

As shown by Fig. 6(d), when the reconstructed results are plotted in the force/velocity plane a hysteresis loop is seen, similar to that generated by the measured signals, and circulating in the same counterclockwise sense. The “correct” answer from the simulation is shown dashed. This matches the reconstructed version quite accurately. Note that this comparison draws attention to fine details of the force and velocity waveforms during the intervals of slipping only. During sticking, the force fluctuates while the transverse velocity of the string stays approximately constant, resulting in the patch of “scribble” to the right of the figure. If the surface velocity, rather than the center velocity, had been used for the horizontal axis, this patch would have appeared as a single vertical line.

These results can be combined with those from the previous section to give a good idea of the overall accuracy of the reconstruction process. A quantitative discussion of this issue requires comparisons between waveforms which are very similar to the eye, so that a numerical measure of difference is required. Various measures are possible, leading to similar conclusions: the following discussion is couched in terms of a normalized rms value of the difference of force waveforms:

$$\Delta = \sqrt{\frac{\sum (f_j^{(1)} - f_j^{(2)})^2}{\sum f_j^{(1)^2} + \sum f_j^{(2)^2}}}$$

(12)

where $f_j^{(1)}$ and $f_j^{(2)}$ ($j = 1, \ldots, N$) are the sampled values of the two waveforms being compared. Both waveforms are zero-meaned before this computation. This normalization produces the value unity for uncorrelated signals. Force rather than velocity is chosen because differences are shown more conspicuously, and because the determination of force is the main objective of this study.

By this measure the rms difference between the two versions of the force waveform shown in Fig. 6(c) is $\Delta = 0.07$. When the mean of these two waveforms is compared to the true force from the simulation, the difference is $\Delta = 0.042$. Numbers of this order set a limit to the accuracy which can be expected from the reconstruction method in its current form—the simulated data has no measurement noise, and the underlying dynamical model matches the assumption of the theory used here, so that the differences found here are due to the processing alone. It is, of course, possible that the details of the processing could be improved to reduce these errors further.

The calculated difference of the two force waveforms shown in Fig. 3(c) is $\Delta = 0.20$. It is not surprising to get a bigger difference than for the simulated results, since the experimental results have several additional sources of error: measurement noise, possible misalignment of the two force sensors with respect to the plane of motion, incorrect representation of the transmission function $d(t)$ and its inverse, neglect of the reflection function $r(t)$, and so on. However, one would tentatively conclude from the magnitude of the difference that the mean of the two force estimates might be within 10% or so of the true force. When the comparison is made of the two versions of the force waveform reconstructed by the frequency-domain method, used in Fig. 5, the result is $\Delta = 0.29$. The difference is somewhat bigger than that found with the time-domain method, suggesting that additional errors arise in this approach, probably from noise introduced in frequency ranges where the expressions in the denominators of Eqs. (10) have small magnitude. The time-domain method, in which deconvolution is achieved by the time-reversal trick, does not involve any comparable mechanism of amplifying noise.

IV. RECONSTRUCTION OF TORSIONAL MOTION

The underlying purpose of these experiments is to elucidate the physical mechanisms and behavior of friction at the rod–string contact. It has been shown that the method is capable of giving reasonably convincing versions of the waveforms of friction force and string transverse velocity. However, for a detailed discussion of the micromechanics of friction, the relative motion of the two surfaces is needed. This is somewhat obscured by torsional motion of the string, which cannot be directly observed by the method described here. It would be useful to obtain at least an estimate of the torsional motion.

We can do this by combining the friction force already determined with a theoretical model of torsional response. It is straightforward to convert part of the simulation program used to generate the data of Fig. 6 to this purpose. The average of the two versions of the friction force computed by the time-domain method is taken as the best available estimate of force throughout the transient, and this used as input to a linear model of torsional response. The model operates in the time domain, using constant-Q reflection functions.16 It should be emphasized at the outset that there is no direct experimental support for this particular form of reflection function for a solid steel string. The most relevant data on torsional behavior of musical strings came from studies of cello strings, which all had a core + wrapping construction. For these strings it was shown that the first few torsional modes were harmonically spaced to reasonable accuracy, and had approximately constant Q-factors.16 Constant-Q reflection functions give the simplest way to reproduce this behavior.

The model requires as input parameters the torsional wave speed, impedance, and damping. We have reasonable first estimates for the first two of these quantities, based on the standard elastic properties of steel wires. The damping can only be guessed: a number of the order of tens would be consistent with existing data. All these values can be adjusted by searching in the vicinity of the initial estimates, with the aim of minimizing the fluctuation of aggregate velocity, transverse plus torsional, during a typical interval of sticking. If the model were perfect and the string were truly sticking to the rod during these intervals, it should be possible to reduce these fluctuations to zero.

Not surprisingly, it is not possible to achieve this perfect match, but encouraging results can be obtained. The most striking illustration comes from a different experimental run from the one examined so far. When the bowing point was close to $\beta = \frac{\pi}{2}$, data was obtained which led to a recon-
constructed string-center velocity waveform with unusually large fluctuations of velocity during sticking. A typical portion, where the motion was almost periodic, is shown as the solid line in Fig. 7. The dashed line superimposed on this figure shows the best estimate of the reconstructed torsional motion—it is clear that the waveform is rather close to a mirror image of the transverse velocity during sticking, so that the sum of the two has much smaller fluctuations. In this case, it is easy to believe that at least the majority of the observed velocity fluctuation is caused by torsional motion. The best-fitting torsional wave speed in this case was close to eight times the transverse wave speed, which accounts for the large amplitude of torsional motion. With $\beta = \frac{1}{2}$ the second harmonic of the frequency of “Schelleng ripples” 9–11 is approximately in resonance with the fundamental torsional mode. The fitted estimate of torsional speed is consistent with the expected result based on typical handbook values for the density and shear modulus of steel, bearing in mind that the precise values of these quantities are not available for the (unknown) particular steel of this E string.

This procedure for estimating torsional motion using the reconstructed force waveform has been applied to other cases as well. In all cases, the magnitude of the velocity fluctuations during sticking is predicted well, and the detailed motion is matched reasonably well. Also, the best fit is always obtained when the torsional wave speed is around eight times the transverse wave speed, suggesting that this admittedly indirect observation of torsional speed is indeed approximately correct. However, the estimated waveform of torsional velocity should not be regarded as accurate in all details. It is based on a theoretical model, involving the constant-Q reflection functions, for which there is only relatively sketchy validation, and the resonant nature of the torsional waves on the string makes the fine details very sensitive to errors in the friction force waveform. A similar reconstruction can be made for the transverse motion, using the inferred friction force waveform and the corresponding theoretical model for transverse motion. In this case the results can be compared with the known answer, and they turn out to be rather poor, presumably because the transverse reverberation time is much longer. It should be noted that the accuracy of the frictional force in this example is probably significantly lower than was the case for the results shown in Fig. 3. When the difference of the two versions of the force is computed the result is $\Delta = 0.36$, much larger than the previous case.

We can obtain some further information about the motion in this case by looking at the track left in the rosin surface after the experiment. As has been shown previously, stick-slip events leave tell-tale marks in the rosin. In this case, a section of the rod from the test was coated with a thin layer of gold and examined in a scanning electron microscope. A typical portion of the friction track is shown in Fig. 8(a). The details should be compared with the time history of relative displacement between string and rod, shown in Fig. 8(b), obtained by integration of the difference between the velocity waveform shown in Fig. 7 and the known rod speed. The motion has two slips per cycle, with approximately equal slip distances. These are separated by intervals of sticking which have left conspicuous scars in the
robin surface. One of the intervals of sticking is very short, leaving a narrow mark each time. The longer interval of sticking involves, as we have just seen, large amplitudes of torsional motion. This has resulted in relatively large scars on the rosin surface, where the material has been churned up. Figure 8(b) also shows that some "creep" has occurred during these long intervals of "sticking": the torsional oscillations are superimposed on a nonzero steady velocity difference. The slips show in the picture as relatively smooth surface marked by lines parallel to the slip direction. These are evidence of large deformation in a thin surface layer of the rosin, qualitatively compatible with the theory advanced by Smith and Woodhouse involving shearing of a layer of rosin, generating significant heating in the process.

Much might be learned about the physical mechanisms underlying the friction force deduced by the reconstruction process by examining the details of such friction tracks. Examples can be found of brittle fracture, ductile failure, and delamination failure at, or close to, the rosin/glass interface. Information can be gleaned about the thickness of the rosin layer and of the actively deforming layer during slipping, and about the interaction of torsional motion, heating of the rosin, and creep deformation. These are all topics for later stages of this continuing investigation. For the moment, it is sufficient to deduce from this figure that the reconstructed velocity waveform matches very well, both qualitatively and quantitatively, the pattern of physical traces left in the rosin surface.

V. CONCLUSIONS

A method has been presented for reconstructing the waveforms of friction force and string velocity on a bowed string, at the point of bowing. The method uses measurements of the transverse forces at the two terminations of the string, together with calibration data from the results of a controlled pluck of the string. It has been shown to perform well on simulated signals, where the answer is known in advance. It also performs well, so far as can be established, on real data obtained from a laboratory rig in which a violin E string is bowed with a rosin-coated glass rod. The velocity waveforms obtained by this procedure can be checked by independent methods, and always seem to be reliable. The friction force at the contact point cannot be measured directly, so this procedure provides a totally new source of data to check and refine theoretical models of the process of vibration excitation by friction.

The key feature of the reconstruction method is that the measured force signals must be propagated both forwards and backwards in time and space to establish what happens at the bowed point. Working forwards in time involves convolution with a suitable function to describe the dispersive propagation characteristics of waves on the string. Working backwards involves deconvolution with this function, potentially a more difficult undertaking. Two approaches have been illustrated. The first operates in the time domain and achieves the deconvolution using the fact that if we are only dealing with dispersion and not dissipation, the effect of propagation is represented by an all-pass filter, whose inverse can be obtained by simple time reversal. The second method, which in principle could allow for dissipation and more complicated reflection processes, is carried out in the frequency domain and so is restricted to data which is fairly accurately periodic. Both methods have been shown to work well, and to give consistent answers when both are applicable. For the particular system used in the measurements, the time-domain approach is more versatile.

The results are in good qualitative agreement with measurements of the frictional characteristics of rosin from a different stick-slip oscillator. They show very clearly that the friction force cannot be expressed as a function of the instantaneous relative sliding velocity, a model which has been used almost universally in earlier studies of the motion of a bowed string. When force is plotted against sliding velocity, a hysteresis loop is obtained rather than a single-valued function—an example is shown in Fig. 3(d). It has been suggested that a better model of rosin friction involves the temperature at the point of contact. Thermal inertia of the material around the contact results in a time lag between temperature and sliding velocity, which, it is argued, is responsible for the observed hysteresis. Simulation of stick-slip motion using a model based on this idea, together with parameter values appropriate to the experimental rig, produces encouraging qualitative agreement with the measured results (see Fig. 6).

This idea is supported by another aspect of the measurements reported here. After it has been used, once only, in the bowing rig, the glass rod can be examined in the scanning electron microscope. A track is left in the rosin surface which contains a great deal of information about the history of deformation and friction in the rosin layer. An example is shown in Fig. 7(a). Each interval of sticking leaves a conspicuous scar on the rosin surface. During slipping a thin layer of highly-deformed material is visible, as expected from the thermal model. The history of relative displacement between string and rod, revealed by the track, is in good quantitative agreement with that deduced from the velocity waveform.

With this technique we expect to be able to correlate the friction force and the string velocity with position along the friction track and thus correlate the morphology of the interfaces of the wear track with the forces and velocities associated with those events. We will be able to vary both the substrates and the intermediate material—rosin here—to probe how material properties control stick-slip oscillations in this system. This work will lead to a better understanding of the interaction of autonomous dynamical systems and the frictional forces that drive them. We should ultimately be able to provide information which will lead to a more accurate and reproducible production of rosin for bowed-string musical instruments.
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